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THE PROGRESS AND TECHNIQUES OF MECHANICAL TRANSLATION*

F. R, Wyatt

Introduction

If we can properly regard language as one of man's inventions,

Iﬁen it must have been one of the earligst that he made. No subsequent
Lavention can be considered as having greater fundamental importance.
I Nguage is man's tool for the storage and dissemination of concepts.
8nguage is essential for the preliminary organization of any complex

group activity,

With the technological progress that language has made possible,
Joncepts can be transmitted over greater distances than before and to
larger numbers of people. Written language allows the storage of inform-
8tion for subsequent generations, but the written word can be read only by
the literate proportion of the world's population. Radio broadcasts, on
the other hand, can be heard in every part of the world and do not demand
literacy on the part of the listener,

However, the spread of knowledge and understanding among the
d is now restricted, not so much by the physical nature

beoples of the worl :
n channels used as by the nature of language itself.

of the communicatio
The work of translation and interpretation is probably the greatest

obstacle,

Because of the number of languages in everyday use [c.3,000]
and the manual labour involved, it is currently impractical to.translate
all the scientific® and technical? papers published each year into all

the languages man uses.

As an example, the Commonwealth Agricultural Bureau receives

annually more than 70,000 scientific papers. This frustrating situation
has led some of those people concerned with information - in the widest

sense - to look for a way to take the work of translation out of the hands
of men and women and put it into the chromium-plated claws of the machine.

Hitherto, much of the writing on the progress of mechanical
translation has been at the level of the scientific report. The technic-
al nature of these reports has tended to restrict their readership to
those having a direct interest in the subjects discussed, This essay,
whilst not aimed at the layman, is an attempt to provide a readable
abstraction of these papers for those whose time and/or training permit of

no deeper study. Perhaps the experts will forgive me if I have made what

*This paper is based largely upon the reports and papers referred to herein,
The writer is most grateful to various members of staff of the University
of Auckland for their encouragement and for the opportunities to discuss
with them the topics reviewed, and particularly grateful to W, O, Droescher
for the loan of many reports,

A recently-published list of scientific periodicals includes 59,404 entr-
ies, some of which admittedly have now ceased publication, However, it is
probably safe to estimate that more scientific and technical periodicals
have newly appeared since 1960 than those which disappeared in the preced-
ing sixty years., See World List of Scientific Periodicals.

2A.British publisher's catalogue listed 8,800 technical books as being in
print in November, 1964, See Technical Books in Print.
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seems to them some gross over-simplifications. The complexity of the
material is not only due to the complexity of language in a general sense,
The work of planning the beginnings of a computer system requires re-
examination of many ideas which have been previously regarded as self-
evident truths., As an example, it was once thought that automatic trans-
lation equipment designed for working from just one language to one other
language would be more efficient than a multi-lingual machine, This idesa

was queried by the Russian linguist N, D. Andreyev and now is generally
believed invalid.

Early History

Machine translation research at the University of Washinﬁton,
Seattle, began in November, 1949, (The term "machine translation" has
%radually given way to "mechanical translation" and the abbreviation
"MT" is commonly used in the literature.) Research began with close
cooperation between linguists and computer engineers to produce a
pilot-model translating machine. This machine was planned to test a
number of input recognition procedures devised by Dr Erwin Reifler.
Later work led to a draft programme for use with a computer, envisaged
as having so large a storage capacity that each entry in the memory would
store not only lexical equivalents for input words, but also control-
symbols for operating the machine and editing-symbols for modification
of the output text. In May 1956, the study of large-capacity rapid-.
access memory  technique for translation of Russian into English was the
subject of a contract with the International Telemeter Corporation of
Los Angeles, Like the earlier research, this was a joint effort of the
linguists headed by Dr Reifler, and the engineers headed by Professor
W. R. Hill, The linguist responsible for the special study of Russian
language required for this task was Dr L. R. Micklesen. In the report®
on this project came the first-rgference to the proposed use of a rotat-
ing optical disk as a memory device, '

The first Mechanical Translapion Conference wasg held at the
Massachusetts Institute of Technology in June 1952, Thig was apparently
the first tdime that thie individuals working on the probleps of MT had met
to discuss their differing appr:aches.. Some of these men were not
1i ists, but electronic computer engineers, and it wag g 3 =
clﬁggon of the conference that for certain types of input ig;;ggzggincon
MT had become a real engineering possibility, ' ’

In March 1954, the Department of Modern Langus _
usetts Institute of Technology published® the firgt jgﬁrgzi g:vgisgach
entirely to the subject of mechanical translation, he journal : i
three times each year and provided a well-coordinateq, display of tﬁg
problems and progress of researchers in mechanical translation fren mar
parts of the world. The first doctoral Ehesis on MT, entitleq MA §tudy
for the Design of an Automatic Dictionary" was p

resen
Oettinger at Harvard in April 1954,  The first boe }ed by A. G,

——-—m—'—‘g_&_ N the field was
Translation of Languages, edited by w, y,

gzggigﬁed n 1955, This 1s a collection of ¢ Locke ang A, D Booth,
the pioneer workers.

In Russia, as elsewhere in the eaprly vear X
on sophisticated word—for-wor?dtianalation procedurgé,raiiﬁnce was plaged
prules applied chiefly as an a n producing bettepr const grammatica
output language. However, in the reportgb of the ructions in the

ourth International

.;aniversity of Washington News Service 1956, %
4gee Mechanical Translation

5gee Machine Translation of Languagesg

6rozentsveig 1 958: 97
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Congress of Slavicists

September 1958, it became clear that the group
W ’ »
h:gkégg gt the Steklov Mathematical Institute of the Academy of Sciences,
of the i oped their procedure so that a thorough formal syntactic analysif
group w naut text preceded any attempt at translation, Moreover, the
to e1;0101' ing at Leningrad University under N. D. Andreyev was attempting
CONpletvi 8 procedure whereby methods of analysis and synthesis were
iy ely independent, the sole 1link being a logical system of symbols,

Ng as an interlingua or pivot-language.

Unt In May 1959 research by the Linguistics Research Center,

1versit of Texas, was begun under the directorship of Dr W. P, Lehmann.
o 8 work/ was directed towards the development of two inter-related

i mputer systems: one for automatic translation and the other for support-
Ng research in linguistics.

The Current Decade

During August 1960, a report8 was published by M, I. T., presenting a
simple, mechanized model for sentence production, From this work, its
8uthor V., H. Yngve, predicted rules of syntax which are thought to be
applicable to all human languages,

Related work is going on at various universities around the
world, notably California, Bonn, Milan and Kyoto, Japan. The "N.A.T.O.
Advanced Study Institute on Automatic Translation" was held in Venice
in July 1962, Reports indicate that university centres in France are

concentrating more upon automatic documentation than translation by
machine, .

Since November 1962, Arts graduates at the Faculté des Lettres
€t Sciences Humaines at Nancy have been able to take an option for the
Certificate in Progamming Technology. This comprises a short course,
including practical work with a machine, followed by an examination.

Most of the material published in France deals with the
developments of linguistic theory which are necsss}&at;? by the acceptance
of machine translation as a practical reality. 7° ’ * A few authors
refer to specific problems and offer partial solutions (e.g. Ronsse12),
but I have yet to discover any reports concerning the application of these
theoretical studies in tle field; +that is to say the use of existing com-
puting machines for automatic translation trials, or the development of
special computing machinery for the embodiment of the routines and sub-
routines variously suggested.

A symposium on the current status of research at the Linguistics
Research Center (University of Texas) reviewed technigues and progress
towards the goal of fully-automatic translation, as at June 1963, The
ma jor problems brought out by the symposium were:

the vast quantity of preparatory work required before any
trials could be attempted;

the complexity of the concepts used by the lingulsts and
programmers; and

the difficulty of establishing a thoroughly satisfactory mathem-
atical analysis of linguistic structures,

7éee Quarterly Progress Reports

8Yngve 1960: LL45

IMarthaler 1964: 12 1O paA.n.A. 1963: 78 M1

12Ronsse 1963: 10

Coyaud 1963: ™
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Structure

A structure is a clearly-defined whole built from one or usually
more parts. In written language the quanta are morphemes, and the small-
est possible structure which can be built to stand without support from
other similar structures is a sentence,

At first sight, it would seem reasonable to aim at translating
a sentence at a time, A word-by-word translation leads to unresolved
ambiguities ‘and a loss of information arising from omissions and redundanc-
ies, Phrase-by-phrase translation is much better and for many purposes
is good enough, but re-consideration of long or complex sentences which
have been translated in this manner shows the need for re-casting some
sentences in order to achieve the type of structure normally acceptable
in the output language. A further practical point is that a machine
can be easily programmed to recognize the beginning and ending of a
sentence, Recognition of the boundaries of parts of a sentence 18
admittedly one function of a machine designed for automatic translation,
but the designer of such a machine would not be gsatisfied with an out-
pouring of well-formed phrases having no sentence-type boundaries,

On further consideration then, it seems that a better plan
would be to analyse the input language a phrase at a time, and perhaps
in smallér units, while synthesizing the output language a sentence at a
time,

Computer Meté—Languages

Before a comparison of sentence structures in more than one
language can be made an automatic process which can be handled by a
machine, a meta-language has to be devised to serve as a means of commun-
jeation between the very complex human language systems and the very simplt
bivalent .language used within theé computer, The use of the term "meta-
1anguage" is not intended to refer to the sequences of elementary symbols
having one of ‘only two possible values which all digital computers use
internally. The use Of binary symbols to illustrate the stage-by-stage
working of the computer circuits is really the province of the mathemat-
jcian or the electronics engineer, and in any case, the language within
the computer is much the 'same whether it is being used as a translation
machine or for road-traffic control, ‘Instead, the term meta-language is
used to cover every jntermediate level of symbolism employed to convey the
jntelligence of a- sentence. As an illustﬁation, let us look at the
sentence "THE MAN IN THE BOAT SWORE LOUDLY" as the computer would.

A lexical analysis would give:- definite article, noun singular
masculine, preposition, definite article, noun singular neu%er, verb past
tense, adverb, punciiation full stop, The machine will read, interpret
and encode this analysis as-a set of symbols in strict order,

The system outlined in the diagram (fig.1) inco
natching-device which I have labelled "comparaiag".) The ?ﬁﬁﬁﬁiﬁé ghrase
is held for examination in a temporary store. Successive words are fed
one at a time to one of the comparator input terminals.  Into the other
comparator input terminal is fed the content of the complete lexical
store, one word at a time, until a match is obtaineq, Immediately @
match is obtained, a recognition signal is fed from the comparator to
the lexical gstore to halt the flow of lexical items, The Errival of
the recognition signal also sets Off another circuit whji

pead-out ©
matching word.,

hrase
igcgﬁéggrged by the lexical store, the °°mparaen the matching word "gOAT

tor halts tn
ds the associated information, After a gp e flow and
%ﬁgagnformation "N" is recorded elsewhere in theozgcﬁquse, during which
tore is reset 80 that the next ine, the output of

orary 8
2gefzgm€0 Y comparator circuit end the Bearcword of the stored phraese
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Now, this code might give all definite articles the symbol T,
Every singular masculine noun might be given the symbol M, and so on.
Thus the sentence could be encoded "T+M+P+T+N+V+A+Z", or, more simply,

"TMPTNVAZ". Then TMPTNVAZ becomes a word of the lexical meta-
language.

We can take this example a stage further., At the syntactic
level, one can say that "PTN" is acting adjectivally in that it gqualifies
"TM", and of course, "V" is modified by "A". This analysis will be read
and enclosed as a further set of symbols in strict order. This code
would be quite distinct from the previous one; perhaps all adjectival
phrases beginning-with a prepositiom, like "PTN" would be given the
symbol "26", &nd noun article combinations like "TM" might become "yt
and so on, | Thus the word TMPTNVAZ could be encoded "LkL, 26+33+00" or
simply "LL263300". ~Then 44263300 becomes a word of the syntactic meta-
language. S (MR T

This stratification can be carried to higher and higher levels
to provide codings for complete noun phrases and complete verbal phrases,
through to subject/predicate ordering and complete sentence formulae,
For storage and manipulation by the computer circuits, the complete
sentences will be ‘further encoded into binary numerals and electric
analogues of binary numerals.

Analysis

The above discourse on computer meta-langudages has underlined
the stratification of this approach to input analysis. Stratification
is on the basis of functional equivalence, so that lexical analysis
involves the recognition and encoding of items having equivalent function
at the lexical level, while syntactic analysis is seen as the recognition
and encoding of items having equivalent function at the syntactic stratum.

Semantic analysis has been defined by Dr Tosh13
of identifying semantically equivalent subsets of syntacti
placing them in a common class. This process may be i1l
using againimy earlier example, where THE MAN IN
became TMPTNVAZ, to be followed by LL,26,33,00, -

as the process
Cc rules and
ustrated by
THE BOAT SWORE LOUDLY

The semantic analyzer circuit examines the : s
jdentifying this ordered set of symbols with a 1argepp2i§;§i%;3¥ of
equivalent semantic functions. In the example L4,26,33 .00 5 1ngi 1ent
to 33,44,26,00 or to 26,&%,33,00 50 these "subgetg of syﬁtact’ equlva"eare
placed "in a common class and may be al}ocated a classificat?c ™ es 4
say SKK. One can easily find examples in Engligh where the L9 By otﬁe
symbols resulting from syntactic analysis.could not pe Shufflorder of
way without changing the semantic value, €N a newly-ana] ed in this .
is recognised as having this property it is allocated g s‘a ysed structur
say SJJ. However, the rule SJJ need not apply uniquel :parate symbol,
of rules, as it may be used to describe the 8emantic e Y Yo _one subset
active and passive forms. Quivalence of the

Expressing all this more neatly,

SKK = u44,26,33,00 = 33,44,26,00 = 26!’-'14»;33,00

1

but
sJJ = 55,27’3’4,00 f y-‘-,55!27|00 % 27,55'3“’00

1 3posh 1963: 66.
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howevep

8JJ = 55,27,34,00 = 27,66, 34,55,00,

Clearly, at thig level, one can compare structures built from one lang-
Uage with structures built from another.

he

As the input 8nalyzers deliver a stratified analysis to t _
Sehtence synthesizing circuits, (fig., 2), then the only additional i?fgrm
8tion neeqdeq by the computer to allow translation to proceed, is a 8

°f the target languages in which the output is to be expressed.

Synthesis

In order to synthesize a sentence at a time, there has to exist
8 table op

list of permissible sentence structures, or alternatively a
quasi-mathematical statement of the type:

S=(xvyz)f(xzy) £ (yx 2)

which attempts to restrict the constituents of a particular sentence-type
and their order. Each sentence produced by the output machinery then
has to fit one of the mathematical models, or be one of those listed in
the tables, 71t is clearly more economical of storage facilities to
Drepare a hierarchy of mathematical rules which covers the synthesis of
Dany possible forms, than to tabulate every known variant, Testing and
gUbsequent modification of the mathematiocal rules for synthesis should

€ based upon sampling of the output texts and constructive criticism
by a native speaker of the output language.

The procedure for language synthesis will then be:

1. The input analysis will have dictated a particular sentence in the
output language; but a computer meta-language, having symbols .which
describe all possible sentence structures in the chosen output language,
will have allowed & selection which results in a formula for the new

Sentence differing minimally from the sentence structure dictated by the
input analysis, '

2. The embryonic- sentence will now exist as a set of
lexical equivalents of nouns, noun phrases, verbs,
ives, adverbs etc, may be fitted, The informatio

slots into which

material; but, when ambiguity threatens, criteria
Probability are employed in much the same way as th
would employ them,

output mechanism which is under the control of the

Firstly one has to be quite -clear about the types of ambiguity which
may be encountered, In poetry, for instance, an ambiguity

may be quite intentional, In such contexts, the two possible meanings
of a word or phrase should be carried right through the translation pro-
cess and appear in the output, Metaphors in prose are probably best
treated in the same way, The unintended doubt which arises from the

use of equivocal words, wording or phrasing, can only be resolved if one
knows what the author had in ming at the time of writing,
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probabilities of juxtaposition. The probability of two events co-
occurring can be expressed as the product of their individual probabil-
ities of occurrence, Statistical analysis of suitable texts allows
calculation of the individual probabilities of occurrence of the chosen
synonyms', The computer can be programmed to use conditional probability
or probability in the general sense depending upon whethé r the operator
considers the text to be a specialized treatise or more general reading.
In this way, theé output will contain the most 1likely translation in that

context.

It is necessary to emphasise the difference between ambiguities
which arise through the use of equivocal words and which may be resolved
by assessing the probabilities of juxtaposition as outlined above, and
those ambiguities which arise through the use of equivocal words and
which may not be resolved by this technique in its simplest form. As
an example, "WE ARE RETURNING REFUGEES" can have one of two alternative
syntactical analyses, depending upon whether the verbal part ' is intended
to be transitive or intransitive. This dilemma may be viewed as an
unintended lexical ambiguity resulting from the use of "peturning" to
convey either "sending back" or "coming back", but the solution proposed
above would at first sight seem unhelpful as the juxtaposing words are
equally compatible in either sense. The problem is indeed insoluble
unless one is given more information about the ambient context. In the
light shed by surrounding sentences, the decision would not be painfully

difficult.

This trend of thought ‘precipitates a tentative hypothesis of
stratified ambiguity, such that insoluble ambiguities at lexical level
could be resolved at syntactic level, while ambiguities insoluble at
syntactical level could be resolved at semantic level, Thus, to return
to this example, let us Supposeé that the structure SKM is the semantic
analysis of "WE ARE SENDING BACK REFUGEES." Then SKM can be said to
have a statistical probability Py. ~ The surrounding structures, say
SBB and SMJ, also have probabilities, Pg and Py respectively,  Thenthe
probability of these structures co-occurring with SKM will be proportional
to the products Py Pp and Py Py respectively. - If the analysis of "WE
ARE COMING BACK REFUGEES" was SQQ and this had a probability Py, then the
products would be pq Pp and Pg Py. The computer would be programmed to
accept the pairs with the highest net p?obab}llty and in making this
choice, would have'selecteq by implicat%on either SKM or SQQ. Again,
the output text will contain the most likely translation.

The above-descri?ed synthesis prgcedure defines a sentence of
the output language which 18 lexically equivalent, grammatically accept-
able and gsemantically probable, ~ Current researches will one day show
whether this sort of translation is generally satisfactory,

Conclusion

Since a written language is an empirical code, it has natural
redundancy and the rules of encoding and decoding may be phrased in a
number of equivalent ways. Tﬁg Bistemhof decoding, chosen at the outset
by the man responsible for the design p 11osophy of the machine, will

efficiency of the input analysis techniques; and the

rmine the
g;:zem of encoding will control the efficacy of the output language

synthesis.

vob i11it
aged on probab
granelation process.

Ag Dr Lehmann has said:

‘1E;ehmann 1963: 5

resolution of ambiguities by a strictly fop
y theory must improve the °Vera11yaccu2§iym§§h§§é

14 w
If we have learneq anything from
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ne translation, it i our knowledge of language
Must be vastly deepened. Even from : tgzgretical point of view, worg
othep nine translation is of tremendous importance for linguistics °p
testin clal sciences, 71t provides us with our first opportunity o
companc, nodels of language, of verifying linguistic theories in ways
parable with those available to physical and biological scientists.
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En SNF, |al|:|a|, réalisé [=]:[a], p.ex.[tefe] :[talel.
Pour tous les témoins, dans le contexte C+|u|+A [, on ne trouve
quela|, réalisé[al~[a], p.ex. |1ua| = [1wal~[1wa] loi; mais quang
cette syllabe est fermée par une consonne: CuAc, la réalisation
de |A| change pour les témoins E et I, devenant [e:]~ EI]~[a], dans
p.ex. |buAt| boite, |muAn| moine,

A 1'IS devant V, et dans les contextes CuAC,CuA, on a toujours [w],
p.ex, |uil = [wil oui, |buat| = [bwat] bofte, [lua| = [1wa] loi,

Ailleurs, on ne trouve que [u], p.ex, |lue| = [1lue] louer.

A >1'IS.devant V, et dans les contextes Cyi, CCyi, CyiC, on ne trouve
que [yl, p.ex., [ kyijer] cuiller, [fryi] fruit, [kddyit] conduite.

Ailleurs, il n'y a que [y], p.ex. |bye|=[bye] buée, |lycer|=[ lycer]
lueur.

En SFO, toujours |o|, p.ex. [Dbo] beau, [so] sot, [kalo] cachot.

En SFF, on a l'opposition |o|:|o|, p.ex. |sot|:|sot| saute : sotte,
" |vbot]|:|bot| Dboat:botte.

En SNF, quatre témoins sur cing utilisent 1'opposition |o|:|o|, mais
rarement et dans des paires suspectes comme |bote|:|bote| beauté:
botté, ol, & cause du conte du Chat botté, la prononciation
[bote] peut trés bien ne pas.représenter la pratique courante.
La réalisation du |O| en SNF serait donc plut8t [o]«[ o]~[ 8], p.
ex. [ Stostop]~[otostop]l~[ tostop] autostop, [ done] donner.

|o| suivi de |-z| ou.|-3| se réalise [o]; suivi de |r| de 1a meme
syllabe, [ 0] sauf chez le témoin A qui dit en SFF foo], et en
SNF [5], p.€X. [ p5rte] porter, [moon] mort,

gn sFF:[ )~ gl~[d]l~[€e] , p.ex., [3cen]~[3€n]~[3en] jeune, jefine.
En SNF: [4], p.ex. [de34ne] déjeuner,
pevant |r| de 1a méme syllabe: [e]~[&]~[4] , p.ex. [ oteer) ~[otdr]~

[ otgr] auteur,
Ailleurs: [£], P.eX. [ 6r4] heureux,

N'a pas été observée la désonorisation des voyelles li|,|y|’|ul’ signalée
r Gendron 1959.
jation nasale
corré 5 & .
B

|a| =(&;l&l= [&); I3] = [2]).
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2] se réalise principalement (&), parfois [a], p.ex. [ §ate]
chanter, |afts |=[&ras] enfance, |8fds|=[ 8f3s] enfonce.

Il y a tendance & toujours dénasaliser les voyelles lorsqu'd la liaison on
prononce la consonne nasale: [bonarijé] bon & rien, [mwajeng3] moyen 8ge.

PHONEMES CONSONANTIQUES

L'inventaire consonantique se compose de la corrdlation proportionnelle:

p £ t s | x
b v a 2z 3 g
m n noy

et des phon€mes hors systeme 1], ||, |2] et Inl.

|t]: devant les voyelles |y|, lil, lel, |t]=[ts], p.ex. [ymidzrtse]
humidité, [tsjed] tidde.

la|: devant les voyelles |y, |i|, chez les Montréalais (surtout le témoin 1),
la|l = [dz], p.ex. [dzy] au, [kddzyrt] conduite.

Inl: & 1'intervocalique, se distingue bien de |nj|, p.ex. [lapel]
l'agnelle, [1lanjel] la nielle.
4 la finale, se confond avec |n| et |y|: |sip|=[sIn]l~[sin] signe.
Iqlz ne se trouve guére qu'd la finale, surtout dans des mots empruntés a

1l'anglais,

|r]: se réalise généralement [r), mais parfois [1], p.ex. [kilpagt] gu'il
arte, [kgobar] crowbar,

|2|: se réalise en soixante-dix pour cent des contextes et des cas étudiés
comme en frangais parisien., En neuf pour cent des cas, |£| n'existe
pas du tout, alors qu'il existe en frangais parisien, p.ex.[ lezord
[ 1ezordevr]., En huit pour cent des cas, || du francais est
remplacé par |h|, et en de faibles pourcentages |#| se réalise par un
hiatus, ou [?] ou [zh] ou [2?], p.ex. |1EZEritie| peut se réaliser
[1eeritsje], [1eheritsje], [lezheritsje], [1lez®eritsje], [lezeritsje].
I1 est & noter qu'il n'y a aucune homogénéité: un méme témoin peut
réaliser || par un ou plusieurs des procédés indiqués. Celui qui
dira [1lez%ritsje], dira [lezhristwar] et [&%o], [1lckao] et [lezom].
La palatalisation de |k|, |g| n'a pas été observée, ni les réalisat-
ions [x] et [h] de |3| signaléespar Charbonneau 1957: 1.4,
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